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Our Toolchain

Context & Motivation
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2. Code Optimizations for HLS
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Can the whole be more than the sum of its parts?

1. Preprocessing Transformations

2. Task Graph Generation
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Motivating Example
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